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Abstract—Swarms consist of large numbers of individual agents that generally maintain no fixed relative positions, which makes describing the behavior of the swarm as a whole difficult. Furthermore, the high number of agents leads to frequent occlusions that prevent observations of the entire swarm. In this paper, we represent the behavior of swarms using velocity fields, yielding a description which is invariant to the number of agents in a swarm, and the position, orientation, and scale of the swarm. The velocity field representation allows the behavior of swarms to be modeled as a Gaussian distribution. We demonstrate that this Gaussian model can be used to reconstruct the behavior of the swarm as a whole from partial observations.

I. INTRODUCTION

Biological swarms are decentralized systems consisting of tens to billions of individual agents [16] that can generate complex behavior using purely local communication. Understanding the behavior of swarms is important for understanding and managing the ecology of economically important species such as herring [13] and bees, and may provide insight into the design and control of systems containing very large numbers of robots. However, such dense aggregations of organisms are difficult to observe, as occlusions by other agents or obstacles are common and often block large portions of the swarm from view. Occlusions also make tracking individual organisms for long periods of time difficult.

In this paper, we demonstrate that a simple model of global swarm behavior can be leveraged to reconstruct and classify swarm behavior when only a small portion of the swarm can be observed at any given time. The state of a swarm is represented by the velocity field along which the swarm agents flow. The behavior of the swarm is then modeled by a Gaussian distribution over velocity fields. Using the Gaussian model, the velocity field of the swarm as a whole can be inferred from an observation of a subset of the agents. The qualitative label describing what class of behavior the swarm is executing can be computed from the reconstructed velocity field. We validate our approaches on fish tracking data[20].

II. PRIOR WORK

Reconstructing the global behavior of a swarm from limited observations requires a representation that can describe spatial correlations of behavior across the swarm. The biological community has developed a number of concise descriptions of the overall behavior of swarms [1, 15, 20]. However, these descriptions are hand-coded by the researcher to capture specific behaviors, and thus will only describe “obvious” behaviors. Furthermore, the descriptors are not generative, i.e. the behavior of the swarm cannot be reconstructed, even approximately, from a set of descriptors, nor can the behavior of specific agents be inferred from the descriptors. As such, these descriptors are not an appropriate model for inferring the global behavior of a swarm from partial observations.

Brown and Goodrich [3] considered the problem of classifying the state of a swarm as one of several qualitative behavioral labels based on observations of a small subset of agents. The classification is made on the basis of the linear and angular momenta of the observed agents, and the number of neighbors with which each agent interacts. Calculating the number of neighbors requires knowledge of how the agents in the swarm communicate and the positions of all the agents in the swarm. As a result, this approach works best as a method of reducing the computational cost of classifying swarm behavior, rather than as a method of classifying the behavior of a partially observed swarm.

The machine learning community has developed many approaches for estimating missing data [6, 8, 9]. Principle Component Analysis [14] and Gaussian inference [17] can leverage training data to improve the reconstruction of novel observations with missing data.

III. OVERVIEW

The objective of this paper is to accurately reconstruct and classify the behavior of swarms from observations of a limited subset of the swarm’s agents. Thus, a representation of the swarm is required that is independent of the number of agents. Continuum models, which describe a swarm in terms of bulk properties such as density and momentum flux [12, 18, 19], are well suited for this purpose. In this paper, the state of a swarm is represented by a velocity field which describes the bulk motion of the swarm. The overall behavior of the swarm, i.e. set of states assumed by the swarm, is modeled as a Gaussian distribution over velocity fields. The Gaussian model contains information on how the velocity field at one point in the swarm is correlated with the velocity field at all other points. Thus, the Gaussian model can be used to infer the value of the velocity field at every point in the swarm from the velocities of a limited number of agents. A label describing the qualitative class of the behavior the swarm is performing can be computed from the reconstructed velocity field. The results presented in this work show that the Gaussian reconstruction produces better reconstructed velocity fields and better behavior classifications from limited...
One basic question when analyzing the behavior of swarms is the choice of representation. Much work on the simulation and analysis of swarms has been performed by tracking individual agents within the swarm [4, 5, 10, 21]. Representing individual agents is an excellent approach for exploring how individual agents interact. However, such a representation poses several problems for studying the global behavior of the swarm. Any approach focused on enumerating individuals may become intractable as the number of agents grows. Comparing swarms with different numbers of agents is more difficult when the swarms are represented by the state of the individual agents, and finally the motion of agents within a swarm makes computation of spatial properties difficult. An alternative is to model the swarm as a continuum of infinitesimal agents and define the state of the swarm in terms of aggregate properties such as density and velocity fields [2, 7, 12, 18, 19].

Our interest lies in modeling the global behavior and dynamics of swarms. Therefore, we take the continuum approach and represent the state of swarms as a continuous velocity field. The velocity field of the swarm specifies the velocity field that an agent would have if it were placed at any point within the swarm. The density field is not included in the representation of a swarm for several reasons. Omitting the density field significantly decreases the dimensionality of the representation, and avoids the potential problems with scaling and range associated with performing numerical analysis on data describing more than one physical property. More importantly, the velocity field describes how a swarm changes over time, rather than describing the current state of the swarm, as the density field does.

Finally, we remind the reader of some basic vector field notation. A vector field $\mathcal{X}$ is defined as a section of the tangent bundle $TM$ of some manifold $M$ [11], i.e. a function $\mathcal{X} : M \rightarrow TM$ which maps each point on the manifold to a vector in its tangent space. The tangent space of a manifold can be thought of as the space of directions in which a point on the manifold can move without leaving the manifold. In a slight abuse of terminology, we define a velocity field as a mapping $\mathcal{V} : \mathcal{W} \rightarrow \mathcal{T}\mathcal{W}$ from the workspace of a system to a velocity in the workspace.

### B. Gaussian Model

We seek a model for swarms that allows predicting the behavior of the swarm as a whole from partial observations. To do this, the model must describe how the velocity field at one point of the swarm depends on the velocity field at other positions in the swarm. We choose to model the behavior of a swarm as a Gaussian distribution over velocity fields, which describes how likely the swarm is to exhibit any given behavior. Critically, the Gaussian model also describes how the velocity field at one point in the swarm is correlated with the velocity field elsewhere in the swarm, allowing an entire velocity field to be inferred from a limited number of observations.

The first step to computing a Gaussian model is to properly register the swarm data. A transformation must be found that maps swarms of similar shape but different size, position, and orientation to a single configuration. Our approach is based on a geometric interpretation of Singular Value Decomposition (SVD) (Figure 1). Let an observation consist of the position and velocity of $n$ agents, which will be referred to as a frame of data. Let $\mathbf{q}_i$ denote the position of the $i$th agent. The data matrix $\mathbf{Q} = [\mathbf{q}_1, \ldots, \mathbf{q}_n]^T$ represents the position of each agent in the swarm as a row. The mean position can be computed as $\bar{\mathbf{q}} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{q}_i$, and used to find the zero-mean data matrix $\mathbf{Q} = \mathbf{Q} - \bar{\mathbf{q}}^T$. Performing SVD on the zero-mean data matrix, $\mathbf{Q} = \mathbf{U}\Sigma\mathbf{V}^*$, extracts the matrix of right singular vectors $\mathbf{V}$ which correspond to the principle moments of inertia of the swarm. $\Phi = \frac{\sqrt{2}}{\pi} \Sigma^{-1} \mathbf{V}^*$ describes a linear transform that maps the two-standard deviation ellipse of the positions in $\mathbf{Q}$ to the unit circle. A normalizing transform can then be defined to map swarm data to a common shape and size (Figure 2):

$$\Phi : \mathcal{W} \times \mathcal{W} \rightarrow \mathcal{W} \times \mathcal{T}\mathcal{W}$$

$$\bar{\mathbf{q}}, \bar{\mathbf{v}} \mapsto \Phi(\bar{\mathbf{q}} - \bar{\mathbf{q}}) \times \Phi\bar{\mathbf{v}}$$

Note that the velocity of each agent is scaled by the size of the swarm, effectively expressing velocities in terms of swarm lengths per unit time.

Once the swarm is registered, a velocity field can be generated from the observed agent velocities via knn-interpolation. To be able to compare velocity fields for different frames of data, they must be defined over the same domain. Assuming the spatial distribution of agents is Gaussian, the normalizing transform maps 95% of a swarm to the interior of the unit circle. Therefore, $[-1,1] \times [-1,1]$ is an appropriate choice for the domain of the velocity fields.

We model the behavior of the swarm as a Gaussian distribution over velocity fields. The Gaussian model describes the probability of the swarm exhibiting a velocity field.
To compute the Gaussian distribution, the velocity fields must be represented as vectors of finite length. Therefore, the velocity fields must be discretized. Velocity fields are evaluated on a regular, rectangular grid, 20 points on a side, that spans $[-1, 1] \times [-1, 1]$ (Figure 3). The discretized velocity field can now be described by a 3-tensor. The first two indices represent the $(x, y)$ position, respectively, while the third index specifies whether the entry describes the $x$ or $y$ component of the velocity field. The tensor can then be unfolded into a vector, called the vector representation of the velocity field.

We now describe how to learn a Gaussian model for swarm behavior from $n$ frames of data, where a frame of data specifies the position and velocity of each agent in a swarm at a single instant of time. A Gaussian distribution is described by the mean velocity field $\bar{\zeta}$, and a covariance matrix $\Sigma$ which describes the spatial correlations of the velocity field. The first step to training the Gaussian model is to compute the normalizing transform for each frame, then apply the transform to project the frame onto $[-1, 1] \times [-1, 1]$. The frame is then interpolated onto the grid, and the vector representation is computed. The mean velocity field can be computed by averaging the vector representations:

$$\bar{\zeta} = \frac{1}{n} \sum_{i=1}^{n} \zeta_i$$  \hspace{1cm} (2)

where $\zeta_i$ is the vector representation of the velocity field for the $i$th frame of data. The covariance matrix is given by

$$\Sigma = \frac{1}{n} D D^T$$  \hspace{1cm} (3)

$$D = [\zeta_1 - \bar{\mu}, \ldots, \zeta_n - \bar{\mu}]$$  \hspace{1cm} (4)

where $D$ is the zero-meaned data matrix of vector representations, where each velocity field is represented by a column vector.

IV. GAUSSIAN RECONSTRUCTION FROM PARTIAL DATA

Reconstructing the state of a swarm from partial observations using the Gaussian model described in the previous section is a three step process. First, the Gaussian model is trained on a set of complete observations of a similar swarm, for instance by observing captive fish in a well-instrumented aquarium. In the second step, the partial observation is projected onto the same grid that is used to compute the Gaussian model, thus producing a vector representation of the partial observation. In the final step, Gaussian inference is used to predict any missing values. The end result is a velocity field that describes the behavior of the swarm that produced the partial observation.

The first step, training the Gaussian model, was described in the previous section. In the second step, the normalizing transform is used to project the partial observation onto $[-1, 1] \times [-1, 1]$. Recall that the normalizing transform is a function of the shape of the entire swarm, which is not directly provided by the partial observation. If the agents visible in the partial observation are distributed uniformly across the swarm, then it is likely that the shape of the agents in the partial observation is a good estimate of the shape of the swarm as a whole. In this case, the normalizing transform can be computed directly from the position of the agents in the partial observation. However, if there is a spatial bias in the observation, such as if only one edge of the swarm is visible, more sophisticated approaches for estimating the shape of the swarm as a whole are necessary. In this paper, we assume that the shape and position are given a priori, and thus compute the normalizing transform directly from the complete frame.

Once an observation is transformed, it needs to be projected onto the grid that was originally used to compute the Gaussian model. This operation differs from the interpolation used to compute the velocity field. Instead of computing the best estimate of the velocity field at every grid point, each observed agent assigns its velocity to the nearest grid point, overwriting any previous vector (Figure 4). All other grid points are marked as unobserved. The velocity field on the grid can still be represented as a 3-tensor. However, the entries corresponding to grid points that were not assigned a velocity will not have a defined value (NaN in Python or Matlab). The 3-tensor is unfolded to form the vector representation $\zeta$ of the partial observation.

Gaussian inference is used to estimate values for the unknown entries of $\zeta$. The first step is to compute a permutation...
where \(|.|\) is the Euclidean norm. Dividing the error by the norm of the true velocity field is intended to prevent frames where the swarm moves quickly from being given excessive weight when averaged with errors from frames where the swarm moves more slowly.

The normalized reconstruction error measures how close the reconstructed velocity field is to the true swarm velocity field. However, it does not directly measure whether the reconstructed velocity field induces behavior that is qualitatively similar to that induced by the true velocity field. To more directly validate the qualitative behaviors induced by reconstructed velocity fields, we apply a behavior classification technique introduced by Tunstrøm et al. [20].

The classification of behavior is based on two values, a polarization order parameter and a rotation order parameter. The polarization order parameter is analogous to the norm of the total linear momentum of the swarm, and the rotation order parameter is analogous to the norm of the total angular momentum of the swarm about its center of mass. There are four labels: polarized, disordered\(^1\), milling and transition. A swarm with a high polar order parameter and low rotation order parameter is labeled as polarized, which corresponds to the entire swarm translating. A high rotation order parameter and low polarization order parameter leads to milling, which describes states where the swarm rotates about its center. If both order parameters are low, then the behavior is labeled as disordered, which describes states where there is no coherent motion in the swarm. Otherwise, the behavior is labeled as transition. In [20], the order parameters are computed as a function of the position and velocity of the individual agents. To classify the behavior induced by a discretized velocity field, we simply treat each grid point (Figure 3) as if it were a separate agent for the purposes of calculating the order parameter.

VI. RESULTS

Gaussian reconstruction was tested on three biological data sets provided by Ian Couzin’s group [20]. The data sets were collected by filming a school of 300 Golden Shiners, a type of fish, in a broad, shallow pool. The shallow pool means that the swarm was effectively two dimensional, although fish could pass above or below one another. The resulting video was passed through a tracking algorithm to calculate the position and velocity of each fish in the school, which is the form of the data we received. Each data set contains 100,000 frames, corresponding to collecting data for 56 minutes at 30 frames per second. One data set, the same used for algorithm development, was used to train the Gaussian model, with the other two data sets reserved for testing.

In any given frame, position and velocity are known for approximately 250 of 300 fish due to occlusions and tracking errors. While not perfect, the data is good enough to be treated as a complete observation of the swarm for the purposes of this paper. To generate partially observed data sets, the test data sets were artificially subsampled in one

\(^1\)In [20], the disordered label is replaced by the label “swarm”
of two manners; *uniformly subsampled* and *visibility subsampled*. In uniformly subsampled data, a specified number of fish are randomly selected as being visible, with the visible fish in each frame chosen independently (Figure 5a). We test subsamplings that kept 10, 20, 40, and 80 fish. Uniform subsampling is intended to model occlusions due to foreground objects or random sensor noise and tracking error. The fish marked as visible in visibility subsampled data are those that would not be occluded by another fish from a point of view of an observer infinitely far from, and in the plane of, the swarm (Figure 5b). Each fish is modeled as a circle 9 millimeters in radius. A fish is considered occluded if the center of the fish is behind another fish.

We evaluate the performance of the Gaussian reconstruction using two criteria (Section V): how well the velocity field reconstructed from partial data matches the velocity field computed from the complete swarm as measured by normalized reconstruction error, and whether the behavior label computed for the reconstructed velocity field matches the behavior label for the full data. As a point of comparison, we compute the velocity field at each point on a grid by running k-NN interpolation directly on the partial data, which we refer to as the interpolated reconstruction. Velocity fields reconstructed using Gaussian and interpolated reconstruction are given in Fig 6. For baseline behavior classification, we compute both the label for the interpolated reconstruction of the velocity field, referred to as the interpolated classification, and compute a behavior label directly from the partial data, without first computing a velocity field. The later approach is referred to as the subsampled classification.

We start by comparing how well the velocity fields reconstructed from partial data match the velocity fields computed for the full data. For uniformly subsampled data (Figure 7), Gaussian reconstruction produces lower normalized reconstruction error than the interpolated reconstruction. As the number of visible fish increases, the benefit of Gaussian reconstruction over interpolated reconstruction decreases, as is to be expected. Gaussian reconstruction has a greater performance advantage over interpolated reconstruction when run on visibility subsampled data. In visibility subsampled data, only the bottom of the swarm is visible. Gaussian reconstruction has an internal model of swarm behavior which can be used to predict the behavior of the far side of the swarm, while interpolated reconstruction assumes that the behavior of the far side of the swarm is similar to that of the near side.

We next compare the ability of different approaches to apply the correct semantic label to partial observations. Recall that the classification scheme of Tunstrøm et al. [20] has four labels; polar, milling, disordered, and transition.
There are a significant number of data frames that are labeled transition that a human would classify as one of the other three labels. However, the frames assigned one of the other three labels clearly belong to the labeled class. Therefore, when evaluating the performance of reconstruction approaches only frames whose label is not transition are considered.

Classification based on Gaussian reconstruction, i.e. Gaussian classification, provides better classification accuracy than interpolated or subsampled classification on uniformly subsampled data when only ten fish are visible (Figure 8). As the number of visible fish increases and the importance of estimating missing data decreases, Gaussian classification is outperformed by the alternate approaches because the Gaussian model introduces some bias. On the visibility subsampled data, Gaussian classification is the only approach that can reliably identify milling behavior (Table II). This is to be expected, as only one side of the swarm is visible, and only Gaussian classification has a model that allows it to predict the behavior of the far side of the swarm. All three approaches have similar success rates at classifying polar behavior, but only subsampled classification can reliably identify disordered behavior. This is also not surprising, because Gaussian classification and interpolated classification both perform a velocity field reconstruction step, that will tend to smooth out disordered states.

VII. CONCLUSIONS

In this paper, we present a method for representing the global behavior of a swarm using velocity fields. A Gaussian model can then be learned for swarm velocity fields, and used to infer the behavior of the entire swarm from partial observations. We validate Gaussian reconstruction on biological data, comparing the quality of the reconstructed velocity fields to a simple interpolation approach. The performance of Gaussian classification at predicting behavior labels from partial data is compared to both computing a label for an interpolated velocity field and computing a behavior labeled directly from the visible agents. Gaussian classification provides better performance than the alternatives in each case, as long as the number of observed agents is sufficiently small.

The largest limitation to Gaussian reconstruction is that an estimate of the size and center of the swarm must be provided a priori. In our future work, we will develop techniques to track and predict the position and shape of the swarm from partial data to facilitate utilization of Gaussian reconstruction.

The current approach considers a single frame of data. Performance could likely be improved by aggregating multiple observations using filtering technique.
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