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Abstract This work introduces a Sparse Point Registration (SPR) method for performing robust registration given the geometric model of the object and few sparse point-measurements (< 20) of the object’s surface. Such a method is of critical importance in applications such as probing-based surgical registration, manipulation, etc. Our approach for SPR is iterative and in each iteration, the current best pose estimate is perturbed to generate several poses. Among the generated poses, the best pose as evaluated by an inexpensive cost function is used to estimate the locally optimum registration. This process is repeated, until the pose converges within a tolerance bound. Two variants of the SPR are developed: deterministic (dSPR) and probabilistic (pSPR). Compared to the pSPR, the dSPR is faster in converging to the local optimum, and requires fewer parameters to be tuned. On the other hand, the pSPR provides uncertainty information in addition to the registration estimate. Both the approaches were evaluated using various standard data sets and the compared to results obtained using state-of-the-art methods. Upon comparison with other methods, both dSPR and pSPR were found to be robust to initial pose errors as well as noise in measurements. The effectiveness of the approach is also demonstrated with an application of robot-probing based registration.

1.1 Introduction

In several applications of engineering, medicine and especially robotics, one often encounters the need to perform registration. In a typical registration problem, the spatial transformation between the geometric model of the object-of-interest and
point measurements of the object’s surface, needs to be estimated. In most applications, the point clouds obtained from sensors such as LIDAR, Kinect, feature rich stereo-images, etc, contain hundreds of points. Several methods have been developed to perform registration when dense point measurements are obtained [1][5]. However, these methods do not perform well when only a small number of point measurements are available, and hence in this work we develop a method for robust sparse point registration (SPR).

Sparse point registration is of critical importance in surgical applications, where a surgeon probes the visible anatomy using a robot in order to register the anatomy to its preoperative model obtained from CT scan or MRI. In such applications, there is a cost associated with probing more points and the goal is to quickly and accurately register with a fewer number of measurements. Prior work either uses greater than 100 measurement points for reliable registration [4][6], or uses a priori knowledge of anatomical landmarks to hand-pick a small number of probing locations [7][9]. In an attempt to keep the formulation general, in this work we do not assume any prior knowledge of anatomical segments.

Our approach to SPR is developed as an iterative procedure and in each iteration, the current best pose estimate is perturbed to obtain several poses. Each of the obtained pose will hereby be referred to as a ‘pose particle’. The amount of perturbation is reduced in each iteration to balance exploration and exploitation. By evaluating a cost function, the best pose particle is selected and used as initial seed for an optimization problem that computes a locally optimal pose. This process is then repeated for a fixed number of iterations or until convergence. The optimizer used for computing the locally optimal pose can be deterministic or probabilistic and depending on the requirement of the problem, two variants have been developed: deterministic SPR (dSPR) and probabilistic SPR (pSPR). The dSPR uses iterative closest point algorithm (ICP) [1], while the pSPR uses dual quaternion filtering (DQF) [10] to estimate the pose. Note that this approach may appear similar to the stochastic ICP [11]. However, a key difference is that stochastic ICP perturbs each point by a random noise, while our approach perturbs the pose which results in each point being perturbed in a structured manner.

The dSPR is computationally faster than pSPR, but requires the perturbation related parameters to be set manually. The pSPR on the other hand uses uncertainty information to automatically set these parameters. An additional contribution of this work is extending the online formulation of DQF in [10] to process batches of point measurements.

In Sec. 1.5, the dSPR and pSPR are evaluated in simulation over a number of standard data sets and compared against popular registration methods. The results show that the SPR typically takes less than 20 points to accurately and robustly estimate the registration and is more robust to initial registration errors (≈ 30° orientation and ≈ 30mm translation). In Sec. 1.5 a general guideline is provided on how to automatically probe the object to get a good spread of sparse points.
1.2 Related Work

Registration is the process of finding the spatial transformation that aligns a point cloud to a geometric model, defined in different reference frames. When the correspondences between the points in the two reference frames are known, Horn et al. developed a least squares based approach to find the spatial transformation \[12\]. However, in most practical applications, the correspondence is unknown. By iteratively finding the best correspondence and the optimal transformation given that correspondence, Besl et al. developed the iterative closest point (ICP) \[1\].

Several variants of the ICP have since been developed that use surface normal information \[2, 13\], incorporate uncertainty in measurements \[3\], incorporate uncertainty in finding correspondence \[5\], are robust to outliers \[14, 15\], are globally optimal \[16, 18\], etc. The computation time for most of the ICP-based methods is high and in order to address this, Kalman filtering-based variants have been developed \[4, 19–22\].

In applications where only a small number of sparse point measurements are available due to high cost of measurement, conventional registration approaches do not perform reliably. For example, in a surgical application of probing-based registration using any of the Kalman filtering variants, the computation time might be low \[4, 10, 23\], but the time taken to obtain greater than 100 point measurements can be high.

Prior work such as \[7, 8, 24\], register using a small number of carefully chosen probing points. These points are selected based on optimization of a stiffness-based quality metric \[24\]. Since, these works were inspired by surgical applications, they assume a priori knowledge of the location of anatomical features in the robot-frame. Such an assumption is very limiting in its nature and reduces the scope of approach. Firstly, the workspace constraints of the robot might restrict the robot from locating all the anatomical segments. Secondly, when applied to a non-surgical domain, defining an equivalent of anatomical feature is non-trivial. There is also a vast literature on touch-based localization for robot manipulation applications. These approaches are either mean for planar localization \[25–27\], or time consuming \[28\], or assume good initial alignment \[29\] or assume multiple simultaneous contacts \[30, 31\].

The work of Ma et al. \[9\] comes closest to our approach. In \[9\], an unscented particle filter (UPF) is used to register an object using a small number of point measurements without relying on prior knowledge of any landmarks or segments. While the UPF uses a small number of measurements, it uses a large number of pose particles \(\approx 2000\) in each iteration, resulting in a large computation time.
1.3 Mathematical Background

1.3.1 Iterative Closest Point

The ICP algorithm introduced by Besl et al. [1] has two important steps that are repeated until convergence

1. Finding correspondences between a point set and a geometric representation of a surface.
2. Computing the transformation which minimizes the distance between corresponding points.

Algorithm 1: Iterative Closest Point Update

Input:

\[ A = \{ a_i \in \mathbb{R}^3 \}, i = 1, 2, \ldots, n \]
\[ B = \{ b_j \in \mathbb{R}^3 \}, j = 1, 2, \ldots, m \]

Initial transformation: \( T_0 \in SE(3) \)

Output: \( T \in SE(3) \) that aligns \( A \) and \( B \)

1. Initialize: \( T \leftarrow T_0 \)
2. while not converged do
3. \hspace{1em} Correspondence: \( c_j = \text{FindClosestPoint}(T(b_j)), c_j \in A \)
4. \hspace{1em} Minimization: \( T = \arg\min_T \sum_{j=1}^{m} \| c_j - T(b_j) \|^2 \)

Consider two point clouds, \( A = \{ a_i \}, a_i \in \mathbb{R}^3, i = 1, \ldots, n \) are \( n \) points on the geometric model of the object and \( B = \{ b_j \}, b_j \in \mathbb{R}^3, j = 1, \ldots, m \) are \( m \) points obtained using sensor measurements. Let \( T \in SE(3) \) be the transformation that aligns \( A \) and \( B \). The ICP algorithm is listed in Alg. 1, typically uses Horn’s method [12] to perform the minimization; although there are other optimization variants as well [13].

1.3.2 Dual Quaternion Filtering

Dual quaternion filtering (DQF) is a linear Kalman filtering based approach for online pose estimation [10]. Unlike ICP, DQF is not a batch processing algorithm. It is more similar to a Kalman filter since it uses measurement information as it becomes available, but with one small difference—the DQF updates the registration once for every pair of measurements obtained. Compared to other filtering based registration methods such as [4,19,20], the DQF is preferred because it is a truly linear filter without any approximations or linearizations, resulting in quick and accurate estimates. The transformation \( T \in SE(3) \) is parameterized using the unit dual
quaternion \( x = (q, d)^T \), where \( q \in \mathbb{R}^4 \) is a unit quaternion that parameterizes the rotation, \( d = ((0, 1)^T \odot q) / 2 \), where \( \odot \) is the quaternion multiplication operator, and \( t \in \mathbb{R}^3 \) is the translation vector.

Srivatsan et al. \cite{10} use a pair of measurements \( \{(c_j, b_j), (c_{j+1}, b_{j+1})\} \), to derive

\[
H q = 0, \quad H \in \mathbb{R}^{4 \times 4}
\]

(1.1)

\[
H = \left[
\begin{array}{cc}
0 & -(c_j - c_{j+1} - b_j + b_{j+1})^T \\
(c_j - c_{j+1} - b_j + b_{j+1}) & (c_j - c_{j+1} + b_j - b_{j+1})^x
\end{array}
\right],
\]

(1.2)

\[
t = \frac{c_j - c_{j+1}}{2} - \text{Real} \left( q \odot \frac{b_j - b_{j+1}}{2} \odot q^* \right),
\]

(1.3)

where \( j = 1, 3, \ldots, 2\alpha - 1 \), \( \alpha = \lfloor \frac{m}{2} \rfloor \), \( q^* \) is the conjugate quaternion and \([ ]^x\) is the operator that converts a vector to a skew-symmetric matrix.

The update equations for the Kalman filter are:

\[
q_k = q_{k-1} - K_k H_k q_{k-1},
\]

\[
\Sigma_k^q = (I - K_k H_k) \Sigma_k^q (I - K_k H_k)^T, \quad \text{where } K_k = \Sigma_k^q (H_k \Sigma_k^q (H_k)^T + Q_k)^{-1}
\]

where \( \Sigma_k^q \) is the uncertainty in the quaternion \( q_k \) and \( Q_k \) is the pseudo-measurement uncertainty. The translation vector \( t_k \) is obtained from \( q_k \) using Eq. (1.3). For the sake of brevity, the derivation for \( Q_k = g(\Sigma_k^q, \Sigma_k^b, \Sigma_k^c) \) and \( \Sigma_k^t = f(\Sigma_k^q, \Sigma_k^b, \Sigma_k^c) \) representing the uncertainty in the translation, are omitted here. The expressions along with their derivation can be obtained from Sec. IV.C of \cite{10}.

The standard implementation of DQF requires \( \approx 100 \) measurements for reliable registration estimation \cite{10}. In this work, the DQF is modified to a batch processing variant, which updates using all the \( m \) measurements collected, instead of a single pair per iteration. We shall henceforth refer to this variant as batch-DQF (bDQF). As shown in Sec. 1.5, bDQF requires fewer measurements for accurate estimation compared to the standard DQF. We modify Eq. (1.1) as

\[
G q = 0, \quad G \in \mathbb{R}^{\alpha \times 4}, \quad \text{where } G = [H_1, \ldots, H_\alpha].
\]

(1.4)

\( H_i \in \mathbb{R}^{4 \times 4} \) is as defined in Eq. (1.2). The update equations of the filter remain the same. The algorithm for bDQF is shown in Alg. 2.

### 1.4 Modeling

Alg. 3 and Fig. 1.1 show the basic framework and the steps involved in our SPR approach.

1. The algorithm 3 is initialized using an initial pose (see Fig. 1.1(b)).
2. The current best pose is perturbed and \( p \) perturbed poses are obtained. In Fig. 1.1 \( p = 3 \) is chosen. The amount of perturbation is reduced over the it-
Algorithm 2: Batch Dual quaternion filtering

Input:
$A = \{a_i \in \mathbb{R}^3, i = 1, 2, \ldots, n\}$
$B = \{b_j \in \mathbb{R}^3, j = 1, 2, \ldots, m\}$
Initial transformation: $q_0 \in \mathbb{R}^4, t_0 \in \mathbb{R}^3$

Output:
$q \in \mathbb{R}^4, t \in \mathbb{R}^3$ that aligns $A$ and $B$
$\Sigma^q \in \mathbb{R}^{4 \times 4}, \Sigma^t \in \mathbb{R}^{3 \times 3}$

1. Initialize: $k = 1$
2. while not converged do
3. Correspondence:
4. $T_{k-1}(b_j) = t_{k-1} + \text{Real}(q_{k-1} \odot b_j \odot q_{k-1}^*)$
5. $c_j = \text{FindClosestPoint}(T_{k-1}(b_j)), c_j \in A$
6. State Update:
7. $q_k = (I - K_k G_k)q_{k-1}$
8. $\Sigma^q_k = (I - K_k G_k)\Sigma^q_{k-1}$
9. $t_k = \frac{1}{m} \left( \sum_{j=1}^{m} c_j - \text{Real} \left( q_k \odot \sum_{j=1}^{m} b_j \odot q_k^* \right) \right)$
10. $\Sigma^t_k = f(\Sigma^q_k, \Sigma^b_k, \Sigma^c_k)$
11. $k = k + 1$

Algorithm 3: Sparse Point Registration

Input:
$A = \{a_i \in \mathbb{R}^3, i = 1, 2, \ldots, n\}$
$B = \{b_j \in \mathbb{R}^3, j = 1, 2, \ldots, m\}$
Initial transformation: $T_0 \in SE(3)$

Output: $T \in SE(3)$ that aligns $A$ and $B$

1. Initialize: $T \leftarrow T_0, k = 0, \varepsilon = \text{inf}$
2. while $k < \text{MaxIterations}$ OR $\varepsilon > \text{Threshold}$ do
3. Perturbation: $\hat{T}_j = T_k + \mathcal{N}(0, \Sigma_k), j = 1, \ldots, p$
4. Evaluate Cost Function: $O_j = \sum_{i=1}^{m} ||\hat{T}_j(b_i) - c_i||$
5. Locally Optimal estimate:
6. $\hat{T}_k = \arg\min_{\hat{T}_j} O_j$
7. $T_k = \text{ICP}(A, B, \hat{T}_k)$ or $\text{DQF}(A, B, \hat{T}_k)$
8. $\varepsilon_k = \sum_{i=1}^{m} ||T_k(b_i) - c_i||$
9. if $\varepsilon_k < \varepsilon$ then
10. $T = T_k, \varepsilon = \varepsilon_k$
11. $k = k + 1$
erations. Refer Sec. 1.4.1 and Sec. 1.4.2 for more information on how to choose the amount of perturbation.

3. A cost function is evaluated for each of the perturbed poses. The cost function is the sum of the closest distance between the point measurements and the geometric model: $O_j = \sum_{i=1}^{m} || \tilde{T}_j(b_i) - c_i ||$, $j = 1, \ldots, p$, where $\tilde{T}_j \in SE(3)$ and $c_i \in A$ is the closest point in the $A$. In this step, we use an approximate geometric model $A^*$ instead of $A$, to quickly evaluate the cost function. Depending on the format of the geometric model, several existing simplification techniques can be applied, such as [32,33]. For example, in this work we work with a triangulated mesh model and use a quadric mesh simplification [34] as shown in Fig. 1.1(c). The more approximate the geometry, the lesser the time taken to compute $O_j$ but greater number of iterations for the overall algorithm. In our experiment, we do not observe the level of approximation affecting the quality of the results.

4. The pose $\hat{T} = \arg\min_{\tilde{T}} O_j$, is chosen as the initial guess for a locally optimal pose estimation using ICP or bDQF. In Sec. 1.5 we discuss the advantages and limitations of using ICP over bDQF.

5. Steps 2-4 are repeated until convergence or up to a fixed number of iterations.

1.4.1 Deterministic Sparse Point Registration (dSPR)

In the dSPR, ICP as described in Sec. 1.3.1 is used to find the locally optimal pose (Step 4 of SPR). There are three tunable parameters:

1. Number of perturbations: Perturbations help the optimizer move out of a local minima. The higher the number of perturbations, the faster the convergence to the optimal estimate is. But higher perturbations also imply higher computation times. In this work we choose the number of perturbations $p = 10$.

2. Amount of perturbation: The amount of perturbation helps balance exploration and exploitation. Higher perturbation encourages exploration while lower perturbation encourages exploitation. We start with a high perturbation amount and decrease the perturbation over iterations. In this work we set the initial perturbation in orientation to be drawn from a normal distribution with zero mean and a standard deviation of 10°. The initial perturbation in translation is drawn from a normal distribution with zero mean and a standard deviation of 10% of the size of the object. The perturbation is decreased linearly until it is reduced to zero after a maximum of 30 iterations.

3. Termination criteria: The procedure can be terminated when the number of iterations reaches a set limit or when the RMS error between $A$ and $B$ is lower than a set threshold. In this work, we set the maximum number of iterations to be 30 and the RMS error threshold to be 0.5% of the size of the object. In addition the maximum number of iterations of each ICP step is set to 20.

Using a large number of perturbations and iterations, while decreasing the RMS error threshold improves the accuracy of the final results; at the cost of increased
Fig. 1.1 The steps involved in two iterations of the sparse point registration algorithm. The best pose estimate in each iteration is perturbed to obtain three pose particles. (a) Point measurements (b) Geometric model of the object (c) Perturbed poses of a lower resolution geometric model. The number of triangle vertices in the original model is 259,896, in comparison with 88 in the approximate model. (d) The best pose from the perturbed poses is selected and a locally optimal pose is obtained by using ICP or bDQF and the original geometric model. (e) The current best pose is perturbed to obtain three new poses. The perturbation in this step is lower than the previous iteration. (f) The locally optimal pose obtained and the steps are repeated until convergence.
computation time. The choices of parameters made in this work for dSPR are based on manual tuning over several standard data sets; and are not meant to exhibit any optimal behavior.

1.4.2 Probabilistic Sparse Point Registration (pSPR)

In the pSPR, bDQF as described in Sec. 1.3.2 is used to find the locally optimal pose. There are two tunable parameters:

1. Number of perturbations: Since we use a Gaussian distribution-based filter, the number of perturbations are be chosen to be equal to the number of sigma-points. In the case of bDQF, there are 15 sigma points. Unlike the dSPR, the amount of perturbation need not be set manually, but can be chosen from a normal distribution with zero mean and standard deviation matching the standard deviation of the current state estimate.

2. Termination criteria: In this work, we set the maximum number of iterations to be 12 and the RMS error threshold to be 0.5% of the size of the object. The number of iterations in each bDQF step is set to 50.

1.5 Simulation Experiments

We perform a number of simulation experiments on standard shape data sets to systematically study the dSPR and pSPR. The results are compared with ICP, bDQF and UPF [9]. For all the simulation experiments, the objects are scaled to fit in a cube of edge length 100mm, for a fair comparison of the registration errors.

1.5.1 Minimum Number of Points Required

Fig. 1.2 Four different poses of the liver contain the same set of four green points.

---

3 All the computations are carried using MATLAB R2015a software from MathWorks, running on a ThinkPad T450s computer with 8 GB RAM and intel i7 processor.
Different shapes need different number of points for reliable registration estimates. In theory, if the point correspondences are known, four points not lying on a plane are sufficient to unambiguously find the pose [12]. If the correspondences are unknown, there may exist multiple valid solutions for the pose when only a small number of points are available (see Fig. 1.2). While the authors are not aware of any prior work that describes the lower limit on the number of random points required to reliably estimate the pose, the works of Simon et al. [7] (later extended by Ellis et al. [24]) comes closest to answering this question. Given the geometry of the object, Simon et al. find a small number of feature points in the frame of the geometric model, which when probed helps provide reliable registration estimates. But in order to probe these points, their locations need to be known in the robot frame. Thus their approach produces good results only when the initial registration guess is close to the true registration. In an attempt to empirically find the minimum number of point measurements required for reliable registration, we perform an experiment where $p$ random points from the model are selected. A known transformation is applied to these $p$ points. The applied transformation and RMS error are estimated using dSPR. The applied transformation is parameterized by Cartesian coordinates $(x,y,z) \in \mathbb{R}^3$ and Euler angles $(\theta_x, \theta_y, \theta_z) \in \mathbb{R}^3$. Each translation parameter is uniformly drawn from $[-30, 30]$mm and each orientation parameter is uniformly drawn from $[-30, 30]^\circ$. The experiment is repeated 100 times and the mean error is calculated. This process is repeated for different values of $p$, where $p \in \{4, 5, \ldots, 36\}$. We perform this experiment for several shapes namely, Bunny, Armadillo, Dragon, Happy Buddha, Lucy, Thai Statue–obtained from the Stanford

![Fig. 1.3 Plot of RMS error vs number of points used for registration, when using dSPR. For each integer element on the X axis, mean error is computed over 100 experiments. Most of the shapes considered need \( \approx 20 \) measurements for accurate registration.](image-url)
Point Cloud library [35], Fertility obtained from the AIM shape repository [36], femur bone, liver obtained from https://grabcad.com and pelvis bone obtained from https://www.thingiverse.com/

It is observed that some shapes like pelvis and Bunny require only 16 points, while others like the Dragon require 36 points. Most of the shapes need ≈ 20 points. Given a new shape, similar experiments can be run to empirically find out the minimum number of random points required for reliably registration estimate.

1.5.2 Robustness to Noise

Fig. 1.4 Plot of the RMS error vs number of measurements used for dSPR and pSPR, with and without noise in the measurements. In the absence of noise, dSPR takes 12 measurements and pSPR takes 18 measurements to converge to zero RMS error. In the presence of a uniform noise of 2mm, both pSPR and dSPR converge to an RMS error of < 2mm after 20 measurements.

We repeat the experiment from the previous section for a femur bone, with different amount of noise added to the points. The dashed lines in Fig. 1.4 show the mean error for dSPR and pSPR over 100 experiments versus the number of measurements used. The RMS error for both dSPR and pSPR decreases to zero after 12 and 18 measurements respectively.

The experiments were repeated under identical conditions, with a noise uniformly drawn from [−2, 2]mm added to each coordinate of the point measurements. Fig. 1.4 shows that the mean error for dSPR and pSPR both converge to less than 2mm after 20 measurements. The performance of both dSPR and pSPR are very similar— with and without measurement noise. Table [1.1] shows the RMS error for dSPR and pSPR as well as the estimation time, for varying levels of noise, using 20 point measurements and 100 measurements. When using 100 measurements, as
expected, dSPR, pSPR, standard ICP, bDQF and UPF accurately estimate the registration. However, when using 20 measurements, dSPR and pSPR outperform the other methods. UPF takes the most computation time compared to all the other methods because of the need to iterate over $\approx 2000$ pose particles (other researchers have also noticed the high computation time of UPF [4]).

In this work, we do not present comparisons with other popular registration methods such as generalized ICP [3], UKF-based registration [4], DQF [10], iterative most likely point [5], etc. as those methods are not designed to work with less than 100 measurements and hence the comparison would be unfair.

<table>
<thead>
<tr>
<th></th>
<th>20 points</th>
<th>2mm noise</th>
<th>5mm noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMS</td>
<td>Time</td>
<td>RMS</td>
</tr>
<tr>
<td>No noise</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dSPR</td>
<td>0</td>
<td>0.08</td>
<td>1.08</td>
</tr>
<tr>
<td>pSPR</td>
<td>0</td>
<td>0.07</td>
<td>1.63</td>
</tr>
<tr>
<td>ICP</td>
<td>2.72</td>
<td>0.01</td>
<td>2.92</td>
</tr>
<tr>
<td>bDQF</td>
<td>2.84</td>
<td>0.05</td>
<td>2.19</td>
</tr>
<tr>
<td>UPF</td>
<td>7.13</td>
<td>161.77</td>
<td>22.12</td>
</tr>
<tr>
<td>100 points</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dSPR</td>
<td>0</td>
<td>0.03</td>
<td>0.59</td>
</tr>
<tr>
<td>pSPR</td>
<td>0</td>
<td>0.13</td>
<td>0.64</td>
</tr>
<tr>
<td>ICP</td>
<td>0</td>
<td>0.01</td>
<td>0.72</td>
</tr>
<tr>
<td>bDQF</td>
<td>0</td>
<td>0.08</td>
<td>0.38</td>
</tr>
<tr>
<td>UPF</td>
<td>4.82</td>
<td>1891.1</td>
<td>8.06</td>
</tr>
</tbody>
</table>

Even though the RMS error is similar, the time taken by pSPR is greater than dSPR. This is because each ICP evaluation in dSPR internally takes $\approx 20$ iterations, while each bDQF evaluation in pSPR internally takes $\approx 50$ iterations for convergence to a local minima. The benefit of using pSPR however, lies in the fewer parameters that require tuning.

### 1.5.3 Point Selection Criteria

If an operator has visual information about the environment and telemanipulates the robot, then it is trivial to pick points on the object spread across the surface of the object. But if the robot is autonomously collecting point measurements then it is critical to ensure that the points are randomly distributed over the surface. To this effect, two strategies that have been developed in this work. For both the strategies, first find the location and dimensions of a cuboid in the workspace of the robot, within which the object lies. The object can be probed from 5 faces of the cuboid (Assuming the object rests on a table and cannot be probed from the bottom face). The guidelines for probing the object to obtain point measurements are:
1. Choose a face of the cuboid at random, pick a point on this face at random and probe along the direction joining the chosen point and the center of the bottom face of the cuboid (as shown in Fig. 1.5(a)). Stop moving the robot, once it makes contact with the object.

2. If the object is relatively flat (the smallest face of the cuboid is $< 30\%$ of the largest face), then the previous strategy would result in most of the probed points lying on the face with the largest area. So an alternate strategy is followed, where a random point is chosen on the face with largest area. The robot is moved in the direction of the surface normal of this face, until contact is made with the object (see Fig. 1.5(b)).

![Fig. 1.5](image)

**Fig. 1.5** A cuboid is selected in the workspace of the robot that conservatively estimates the location of the object. (a) Different probing paths for the robot are selected such that the probed points are spread across the surface of the object. The colors of the path show the face of the cuboid that the paths originate from. (b) Point collection strategy for relatively flat object. Some paths do not produce a point on the object. If the robot does not make contact with the object during the course of its path, then the point is not included in the registration.

It is observed that such a strategy ensures that the points probed are spread evenly over the surface of the object. It is also observed that sometimes the robot might pass through holes in the object and make contact with the environment instead of the object. Such points are not considered in the computations in this work. Note that the probing strategies discussed here are only a general guideline, and the presented SPR approach would work fine if measurements are obtained using alternate strategies such as [30], or manually by a teleoperator [37].

### 1.6 Robot Experiments

In order to test our approach to SPR with real data, an experimental setup as shown in Fig. 1.6(a) is used. The setup consists of a 6-DOF robot Foxbot® equipped with an ATI Nano17 force sensor at the end-effector. The object of interest is clamped in
front of the robot and is probed using the strategies described in Sec. 1.5.3. The objects chosen for this experiment are: Femur bone, pelvis bone and Stanford bunny. The largest dimension for each of these objects is 100mm. Using the information obtained from Fig. 1.3, we collect 18, 20 and 20 points respectively for the femur, pelvis and bunny respectively. The blue circles in Fig. 1.6(b)-(d) show the initial

guess for the location of the point measurements and the red circles show the location as estimated by dSPR. Note that the estimated location of the points lie on the model of the objects. The RMS error for the location estimated by dSPR and pSPR are shown in Table 1.2. For 20 point measurements, the RMS error for bunny is higher than the other two models as is consistent from our simulation experiments (see fig. 1.3).

Table 1.2 Experimental results

<table>
<thead>
<tr>
<th></th>
<th>Pelvis</th>
<th>Femur</th>
<th>Bunny</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS (mm)</td>
<td>Time (sec)</td>
<td>RMS (mm)</td>
<td>Time (sec)</td>
</tr>
<tr>
<td>dSPR</td>
<td>2.17</td>
<td>1.5</td>
<td>1.38</td>
</tr>
<tr>
<td>pSPR</td>
<td>2.21</td>
<td>3.38</td>
<td>2.33</td>
</tr>
</tbody>
</table>

1.7 Conclusion

In this work, a sparse point registration (SPR) method for robust registration using a small number of sparse point measurements was developed. The approach can be implemented in a deterministic manner (dSPR) or a probabilistic manner (pSPR).
The dSPR is faster but has more parameters to tune than pSPR. pSPR has the added advantage over dSPR of providing the uncertainty in the registration estimate. We also provide guidelines for choosing the tuning parameters for each algorithm. Another contribution of this work is the development of a batch processing variant of the dual quaternion filter [10], which is used in the pSPR.

Through simulations and robot experiments, both dSPR and pSPR are found to be robust and accurate compared to state-of-the-art methods. Even in the presence of noise, our approach accurately estimates the registration compared to popular deterministic and probabilistic approaches for registration. The computation time was \( \approx 1 \) s for dSPR and \( \approx 3 \) s for pSPR. A C++ implementation would greatly reduce the computation time. Through a number of simulations, it is empirically found that most shapes require \( \approx 20 \) points for reliable registration. Future work would explore a more theoretical approach for finding the lower bound on the number of random points required for registration.

In the future, we plan to extend the formulation to flexible objects that can deform upon contact. Prior work such as [23] can be used to estimate the local deformation introduced by forceful contact. Future work will also explore using surface-normal in addition to point measurements for registration.

In the future, we plan to extend the formulation to flexible objects that can deform upon contact. Prior work such as [23] can be used to estimate the local deformation introduced by forceful contact. Future work will also explore using surface-normal in addition to point measurements for registration.
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